Exploring the electrophysiological correlates of the default-mode network with intracerebral EEG
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INTRODUCTION

The fact that parts of our brain are active even when we are not overtly engaged with the external world may not appear to be that much of a surprise per se. The fact that thoughts and inner mental processes are ongoing, and that they are certainly more prominent when we are not processing stimuli from the outside world, makes the concept of ongoing brain activity not only plausible but crucial. By contrast, what is definitely striking is the significant discrepancy between how much we have learned about the spatial characteristics of the so-called “default-mode” of brain function (Raichle et al., 2001) and how little we know about the precise neural mechanisms underlying its modulations and the fine-scale temporal dynamics thereof.

Over recent years, the default-mode network (DMN) (Gusnard and Raichle, 2001; Raichle et al., 2001) has been examined in the light of its putative relationship to self-cognition (Gusnard et al., 2001) and mind wandering (Mason et al., 2007). Deactivation of the DMN has been implicated in attention and task-engagement (Corbetta and Shulman, 2002) and its dysfunction has been linked to various mental disorders (Greicius, 2008; Broyd et al., 2009). A steady flow of seminal findings advancing our understanding of intrinsic brain activity continues to emerge from neuroimaging studies. Current important topics include the use of functional magnetic resonance imaging (fMRI) to investigate intrinsic network dynamics and connectivity patterns (Greicius et al., 2003; Fox et al., 2005; Uddin et al., 2009) and the putative relationship between DMN deactivations and behavioral performance (Weissman et al., 2006; Shulman et al., 2007; Anticevic et al., 2010). Nevertheless, the quest to fully elucidate the function of intrinsic brain networks also requires a solid understanding of the link between neuroimaging findings and their electrophysiological underpinnings.

While functional imaging studies allow for a precise spatial characterization of resting state networks, their neural correlates and thereby their fine-scale temporal dynamics remain elusive. A full understanding of the mechanisms at play requires input from electrophysiological studies. Here, we discuss human and non-human primate electrophysiological data that explore the neural correlates of the default-mode network. Beyond the promising findings obtained with non-invasive approaches, emerging evidence suggests that invasive recordings in humans will be crucial in order to elucidate the neural correlates of the brain’s default-mode function. In particular, we contend that stereotactic-electroencephalography, which consists of implanting multiple depth electrodes for pre-surgical evaluation in drug-resistant epilepsy, is particularly suited for this endeavor. We support this view by providing rare data from depth recordings in human posterior cingulate cortex and medial prefrontal cortex that show transient neural deactivation during task-engagement.
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task-related increases and decreases of broad-band gamma activity in distinct brain areas during goal-directed behavior. As a matter of fact, because direct recordings from the cortex are not affected by physiological noise (e.g., breathing or cardiac changes), such studies are critical to refute claims that DMN observations constitute an epiphenomenon not of neuronal origin (Birn et al., 2008). Besides, we argue that depth recordings in humans will be key to probing the temporal properties of DMN deactivation and to unraveling the role of gamma activity therein. To further support this claim, we present rare human intracerebral stereotactic-EEG (SEEG) data recorded directly from two prominent DMN areas, namely the posterior cingulate cortex (PCC) and the medial prefrontal cortex (MPFC). Using time-frequency analysis we computed temporal and spectral profiles of population-level activity depicting task-related gamma-band deactivation in these areas during performance of attention-demanding tasks. Finally, we discuss some implications of our findings and we outline directions for future research in this challenging and rapidly growing field.

INVESTIGATING DMN WITH ANIMAL ELECTROPHYSIOLOGY

Unfortunately, our knowledge of the neural correlates of DMN remains elusive. This is in part due to the fact that investigating the electrophysiological correlates of the BOLD signal is a technically challenging endeavor and acquiring electrophysiological signals from human DMN structures faces multiple challenges. So what have electrophysiological approaches taught us about the neural correlates of DMN and what are their current limitations? Let us address this question first of all from the perspective of animal studies. A highly interesting study by Hayden et al. (2009) has reported significant task-related suppression of neuronal firing rate in macaque PCC a region considered to be a prominent component of DMN. As in previous reports of task-related BOLD deactivation, the reduction in neuronal firing in macaque PCC occurred during task performance and was followed by a return to higher baseline levels between trials. Most importantly, the firing-rate suppression reported by Hayden et al. (2009) was predictive of performance (errors and reaction times). Despite the fact that the BOLD signal was not recorded in this study, the authors argue that the relationship to fMRI findings is strengthened by the fact that the activity of lateral intraparietal (LIP) neurons was enhanced during the task, i.e., LIP showed the inverse effect observed in PCC. Such non-human primate studies hold the potential to advance our understanding of the neural correlates of the DMN. The degree to which animal data can be generalized to humans may be restricted by the limits of anatomo-functional cross-species comparison. However, a more serious limitation to the study of DMN function with animal recordings arises if we want to test specific hypotheses about its putative role in mediating internally oriented mental processes (e.g., self-cognition, episodic and prospective memory, covert speech, etc.). Nevertheless, by contrast to electrophysiology, imaging studies in anesthetized animal can provide insights into the large-scale functional architecture of the DMN. As a matter of fact, the detection of spontaneous BOLD correlations (typical of resting state networks) in anesthetized monkeys (Vincent et al., 2007) has direct implications on the ongoing debate on the correlations between DMN connectivity and levels of consciousness (Greicius et al., 2008).

NON-INVASIVE INVESTIGATION OF DMN WITH EEG

Non-invasive electrophysiological techniques such as EEG or MEG provide whole-head coverage at a high temporal (millisecond-range) resolution and thus carry the potential to unravel the fine-temporal dynamics of the brain’s intrinsic activity. Several EEG studies suggest various relationships between resting state networks and multiple spatial and spectral properties of the EEG. In particular, combining EEG and fMRI recordings provides a powerful framework for the comparison between various electrophysiological components and the BOLD responses during resting states (Laufs et al., 2003; Debener et al., 2005; Mantini et al., 2007; Laufs, 2008; Scheeringa et al., 2008; Jann et al., 2009). A first step toward assessing the EEG correlates of DMN is to decipher the way non-invasive surface measurements relate to the BOLD response. This question has been addressed by correlating BOLD with EEG power in various frequency bands. For instance, the BOLD signal has been shown to correlate negatively with EEG power in the alpha band (Goldman et al., 2002; Moosmann et al., 2003) and a recent study found positive correlations between BOLD and MEG high gamma power (Zumer et al., 2010). Numerous studies found correlations between DMN activity patterns and the power in traditional EEG frequency bands including theta (4–7 Hz), alpha (8–12 Hz), beta (13–30Hz), and low-gamma (30–50 Hz) bands (Laufs et al., 2003; Mantini et al., 2007; Chen et al., 2008; Scheeringa et al., 2008; Jann et al., 2009). In contrast, putative links between BOLD responses and components in the lower end of the EEG frequency spectrum, namely delta oscillations (1–4 Hz), slow cortical potentials (SCPs), and infra-slow fluctuations (0.01–0.1 Hz) have proven harder to establish (Khader et al., 2008). Infra-slow EEG fluctuations (e.g., Monto et al., 2008) and SCPs have been proposed to reflect slow fluctuations in fMRI spontaneous activity (He and Raichle, 2009).

More generally, attempts to use non-invasive electrophysiological methods such as EEG or MEG to elucidate the neural mechanisms of intrinsic brain networks are challenged by two main limitations: the poor spatial resolution of MEG/EEG and the relatively limited signal-to-noise ratio of surface measurements especially with regards to detecting higher frequency components of the signal, namely the gamma-band (~60–200 Hz). Advanced MEG/EEG source reconstruction techniques yield cortical activation maps that are physiologically easier to interpret than sensor-level topographies (e.g., Baillet et al., 2001; Dalal et al., 2008). Nevertheless, the estimation of deeper sources in MEG/EEG is less reliable than the localization of activity from sources close to the sensors. This could be a severe limitation when it comes to detecting activity from deep regions of the default-mode such as the PCC. Moreover, the fact that high-frequency activity in the gamma-range is less easily detected with surface recordings (Pfurtscheller and Cooper, 1975; Jerbi et al., 2009a) might also be considered a further obstacle in this endeavor. As mentioned earlier, high gamma activity is an important target signal for DMN investigations because of its putative coupling with the BOLD signal (Logothetis et al., 2001; Niessing et al., 2005; Nir et al., 2007; Lachaux et al., 2008). Recently a number of studies have shown that MEG and EEG can, under certain circumstances, be used to detect task-related activity above 60 Hz (e.g., Ball et al., 2008; Cheyne et al., 2008; Dalal et al., 2008, 2009; Tecchio et al., 2008; Waldert et al., 2008; Van Der Werf et al., 2010; Zumer et al., 2010).
INTRACEREBRAL RECORDINGS: CLINICAL SETTING AND TECHNICAL FEATURES

Fortunately, access to high resolution spatial and temporal signals through direct recordings from the human brain is sometimes possible in some clinical settings. Various types of invasive recordings from cortical and subcortical structures are used in conjunction with several clinical conditions (Engel et al., 2005). The surgical treatment of drug-resistant epilepsy requires intracranial recordings in multiple brain areas in order to localize the epileptic tissue (Kahane et al., 2004, 2006). During this pre-surgical evaluation period, electrical cortical stimulation and task-related functional mapping (Crone et al., 2006; Jerbi et al., 2009a) are used to map out healthy and eloquent cortex that should be spared during surgery. The two main invasive recording techniques used in the field of epilepsy consist of grid electrode placement over the cortex, a procedure known as Electroencephalography (EEG) and of multi-lead depth electrode implantation known as SEEG (reviewed in Jerbi et al., 2009a). From the point of view of functional mapping, a major advantage of the multi-lead depth electrode implantation used in SEEG is the fact that the recordings are not limited to the cortical surface. An SEEG electrode consists of up to 15 contacts that probe multiple sites from lateral structures all the way through to medial wall regions (see Figure 1A). This represents a major advantage when it comes to the investigation of DMN structures such as PCC, MPFC that are rarely probed by other electrophysiological techniques. Nevertheless, ECoG does occasionally involve placement of electrode strips on the surface of the medial wall and could in these cases be used for DMN investigations. Previous ECoG findings point toward SCP and gamma-range power as two types of electrical signals that display correlation patterns that mirror those observed in spontaneous fMRI BOLD signals (He et al., 2008; He and Raichle, 2009).

DETECTION OF TASK-RELATED NEURAL DEACTIVATION WITH SEEG

Given that a defining property of DMN is its task-related deactivation (i.e., negative BOLD response) during exteroceptive goal-directed behavior, the natural question that comes to mind is whether the DMN also displays task-related deactivations detectable in the electrophysiological signal. Robust SEEG deactivations in such regions may represent a putative neural correlate of task-related BOLD deactivations.

In the following, we further make the case for SEEG recordings as a particularly promising approach to study DMN deactivation, by providing samples of direct recordings from two regions of the brain.

FIGURE 1 | Intracerebral stereotactic-EEG (SEEG) setting and cognitive paradigms. (A) SEEG recording procedure showing a typical implantation sketch based on a post-implantation X-ray scan (left panel) and a typical SEEG depth electrode array (right panel). See Materials and Methods in Supplementary Material for a detailed description of SEEG data acquisition. (B) Reading task (left panel): subjects were presented with stimuli that consisted of words and pseudowords. To ensure both categories were read, the subjects had to indicate whether the word represented a living or non-living item and, in the case of a pseudoword, whether it was made up of two syllables or not. Navon task (right panel): subjects were presented with a large letter (“global letter”), which was itself composed of repeated smaller letters (“local letter”). The global and local letters could be either the letter “H” or the letter “S,” leading to four types of global-to-local stimulus configurations. At the beginning of a trial the subjects were cued to focus either on the global or the local level of the upcoming stimulus. The task consisted in identifying, as fast as possible, the stimulus letter at the level indicated by the cue. In both experiments the stimuli were presented for a maximum of 3 s and disappeared as soon as the subject responded.
human DMN: the posterior cingulate cortex (PCC) and the MPFC. We then report, for the sake of comparison, electrode data acquired in the same subjects but from sites not assumed to be part of the DMN. The data presented here were acquired from subjects with SEEG depth electrodes implanted at multiple locations of the brain as part of their pre-surgical evaluation period (see supplementary material for details of the experimental procedures). The subjects participated in routine localizer experiments including a series of attention-demanding tasks such as a classical “global versus local” attention task (Navon, 1977) and a “word versus pseudoword” reading task (Figure 1B). Subsequent data analysis was strictly restricted to recording sites that showed no pathological activity. Figures 2 and 3 show results obtained with data recorded directly in PCC and MPFC respectively. Using time-frequency analysis of bipolar...
ditions in both tasks. In addition to this task non-specificity, the fact that these intracranially recorded gamma suppressions occur in two regions known to be part of the DMN is in agreement with a putative link between SEEG gamma power deactivation and BOLD deactivation reported in the human fMRI DMN literature (Raichle et al., 2001). Importantly, this view is further supported by the fact that task-related gamma suppressions were not ubiquitous across recording sites. Applying the same spectral analysis to the data acquired in these areas we derive task-related maps that depict modulations of power across time and frequency, as compared to baseline levels (methods as in Jerbi et al., 2009a). Strikingly, compared to pre-stimulus baseline levels (during which subject simply fixate a cross), the Reading and the Navon tasks were associated with strong suppressions of power in the high gamma (~50–150 Hz) observed in both PCC and MPFC sites (Figures 2B and 3B). Most importantly, as shown in Figures 2C and 3C, the gamma-band deactivations were systematically present for all experimental conditions in both tasks. In addition to this task non-specificity, the fact that these intracranially recorded gamma suppressions occur in two regions known to be part of the DMN is in agreement with a putative link between SEEG gamma power deactivation and BOLD deactivation reported in the human fMRI DMN literature (Raichle et al., 2001). Importantly, this view is further supported by the fact that task-related gamma suppressions were not ubiquitous across recording sites. Applying the same spectral analysis to the data acquired in the same subjects but at other recording sites which...
are not part of DMN shows the inverse effect, i.e., task-related increases in the gamma-range and in both experiments (Figure 4). This was the case for recording sites in the fusiform gyrus (S1) and in the insula (S2). Moreover, it is noteworthy that the time course of gamma power suppression (Figures 2C and 3C) suggests that significant gamma-band deactivation starts on average around 250 ms in the PCC and then around 500 ms in MPFC. The deactivations are sustained in time lasting beyond 1000 ms post stimulus presentation. However, the data presented here are based only on two subjects. Clearly, more subjects will be needed to reliably estimate the temporal dynamics of gamma suppression and its relationship to behavior.

**DISCUSSION AND PERSPECTIVES**

A number of studies have established a tight relationship between BOLD activations and task-related increases in the gamma-range of the LFP signal in the same areas (Logothetis et al., 2001; Mukamel et al., 2005; Niessing et al., 2005; Lachaux et al., 2007a; Nir et al., 2007). Such observations lead to the corollary prediction that negative BOLD activity may also be correlated with gamma-band power suppressions. This has been shown to be indeed the case in monkey primary visual area (V1) (Shmuel et al., 2006). Task-related decreases in high gamma power have also been reported with intracerebral recordings in human V1 during processing of complex visual stimuli (Lachaux et al., 2005). More generally, it is tempting to ask whether the so-called task-positive networks and task-negative networks revealed by the fMRI literature (Fox et al., 2005), are spatially coincident with task-related gamma power enhancement networks and task-related gamma power suppression networks respectively. This view implies that DMN areas would exhibit less gamma power during execution of attention-demanding tasks than during resting baseline periods. Support for this hypothesis has been reported in monkey PCC (Hayden et al., 2009). However, so far, equivalent findings in humans have been scarce. The frequency range of the high gamma-band (∼40–160 Hz) falls beyond the reach of most EEG studies that have been performed so far with the aim to assess the neural correlates of the DMN (e.g., Laufs et al., 2003; Mantini et al., 2007). This limitation, as well as source localization uncertainty (i.e., limited spatial resolution), can be in part overcome by the high signal-to-noise ratio and spatio-temporal resolution of intracerebral recordings. Although there have been a few reports of task-related gamma deactivations in some specific components of
human DMN using intracerebral recordings (Lachaux et al., 2008; Miller et al., 2009; Jung et al., 2010), an exhaustive investigation of all DMN structures and their fine-temporal dynamics using such techniques is hard to achieve and is still lacking.

The SEEG data presented here provides evidence for suppression of high-frequency activity in the human PCC and MPFC during task-engagement. This gamma-band deactivation (40–150 Hz) was task-related and occurred systematically across all experimental conditions. It is noteworthy that the Navon task we implemented (local versus global visual processing) induced significant gamma power suppressions in PCC, a region that has previously been shown to display negative BOLD in responses to the same paradigm performed with fMRI (Weissman et al., 2006). Remarkably, the high gamma suppression, found in the DMN, co-occurred with task-related enhancement outside the DMN (Figure 4). Elevated gamma power in the fusiform gyrus and in the anterior insula may reflect visual processing of the stimulus and intrinsic alertness activity respectively. Interestingly, increases in anterior insular gamma activity could be related to its role as part of the putative core task-set system (Dosenbach et al., 2006). Our observation of concurrent positive and negative high gamma responses, outside and inside the DMN respectively, is in line with the hypothesis that gamma modulations represent an electrical correlate of BOLD signal modulations. Critically, the population-level deactivation presented here extends a number of electrophysiological studies of DMN deactivation (e.g., Hayden et al., 2009; Miller et al., 2009) and strongly argues against the DMN being an epiphenomenon (Birn et al., 2008). Further studies across large populations of implanted patients are needed to strengthen and fine-tune these physiological interpretations. The illustrative data we report in PCC and MPFC highlight the potential of SEEG recordings as a tool to investigate the neurophysiology of DMN, and more generally speaking, of the resting state networks. Our group is actively pursuing the detection of brain-wide spatial distributions of gamma power decreases and increases in attention-demanding tasks as well as the investigation of correlation patterns within the involved networks (Ossandon et al., 2009).

More generally, if we assume that broad-band gamma power suppressions observed in the default-mode areas reflect de facto neural disengagement, then we should also expect a concurrent reduction in local neuronal firing. An assessment of this hypothesis in the light of the tight relationship between spiking activity and broad-band gamma (Mukamel et al., 2005; Niessing et al., 2005; Manning et al., 2009; Whittingstall and Logothetis, 2009), leads to the hypothesis that default-mode areas may be characterized by task-related suppression of neuronal firing during attentive states. Although there is some recent evidence for this in monkey PCC (Hayden et al., 2009), little is known about task-related modulations of spiking activity specifically in default-mode structures of the human brain. This is primarily due to the rarity of unit recordings in human cortex and may change in the future if microelectrode recordings are used more often in clinical settings to probe DMN structures. Until then, various hypotheses about spike firing-rate modulations in human DMN may be inferred indirectly from the analysis of the broad-band gamma-range component of the EEG.

Furthermore, combining fMRI and EEG in simultaneous recordings will undoubtedly continue to provide unique insights into the links between electrophysiological and BOLD signals in resting state networks (Debener et al., 2005; Mantini et al., 2007; Scheeringa et al., 2008). The advent of simultaneous fMRI and intracranial EEG in the near future will move the multimodal investigations in this field a major step forward (Carmichael et al., 2010). However, the important impact that intracerebral recordings are expected to have on the study of the electrophysiological correlates of the DMN does not lessen the need for non-invasive electrophysiological approaches for this endeavor. Indeed, the precision of EEG and MEG will continue to improve thanks to the use of advanced source localization techniques (e.g., Baillet et al., 2001; Gross et al., 2001; Dalal et al., 2008) and signal decomposition tools such as independent component analysis (Mantini et al., 2007). Besides, given the putatively prominent role of high-frequency activity, improving the sensitivity of surface recordings to high gamma activity will be a critical issue (Jerbi et al., 2009a). Results of our recent study using simultaneously acquired MEG and intracerebral EEG data suggest that source imaging can indeed enhance our ability to detect the cortical generator of gamma activity with MEG (Dalal et al., 2009).

In addition, several studies have shown that EEG signals can be contaminated by signals in the gamma-range that originate from eye muscles rather than cortical tissue (Reva and Aftanas, 2004; Trujillo et al., 2005; Yuval-Greenberg et al., 2008). Therefore, ruling out the effect of such saccade-related artifacts is a prerequisite for a reliable assessment of cortical gamma-band power using non-invasive techniques and constitutes an important topic for future research. As a matter of fact, we have recently shown that gamma-range saccadic artifacts might, in some cases, even contaminate intracranial EEG recordings (Jerbi et al., 2009b).

Investigating the connectivity properties of intrinsic brain networks is clearly a topic where the input from electrophysiological recordings will be critical. Correlation and anti-correlation phenomena appear to be fundamental concepts surrounding resting state networks (Fox et al., 2005). Much still needs to be learned about how connectivity properties revealed with fMRI relate to brain-wide neural interactions revealed by MEG, EEG, and iEEG. Slow fluctuations in baseline activity observed with fMRI may be indirectly linked to higher frequency amplitude modulations via slow-to-fast cross-frequency interactions (Jensen and Colgin, 2007). Previous studies have shown that SCP can modulate higher frequency EEG activity (Vanhatalo et al., 2004), but also behavioral performance (Birbaumer et al., 1990; He et al., 2008; He and Raichle, 2009). Interestingly, in a recent study, Monto et al. (2008) used infra-slow EEG to provide evidence for very slow EEG fluctuations (~0.01 Hz) that were correlated with slow perceptual performance modulations. The authors reported phase-amplitude coupling between these slow fluctuations and patterns of faster cortical oscillations. The use of within and cross-frequency coupling measures to assess local and long-range interactions in scalp-EEG, MEG, and intracranial EEG data is a rapidly growing field of research, yet its potential contribution to understanding the mechanisms of DMN is still largely underexploited.

Real-time monitoring of the electrophysiological activity within the DMN may open up the exciting perspective of performing online monitoring of vigilance or attention. What’s more, real-time monitoring of DMN neuronal populations may allow for novel experimental designs with stimulation parameters that adapt online to the subjects state. While several challenges still
need to be dealt with in order to achieve this with non-invasive measurements, real-time monitoring of high gamma activity in humans is readily achieved using depth SEEG recordings. We have implemented an online system for the estimation and visualization of power modulations in various frequency bands (including the high gamma-band) in conjunction with depth recording in epilepsy patients (Lachaux et al., 2007b). In addition to performing online functional mapping, this interface (dubbed Brain TV) could be seen as a window to the patient’s ongoing and spontaneous brain activity. Therefore, with electrodes implanted in DMN areas, the Brain TV set-up could be used to monitor real-time modulations of power across the EEG spectrum during various states such as mind wandering or focused attention. Besides, the online monitoring of DMN activity could be beneficial to investigations into the functional role of DMN. For example, it may be possible to define online the timing of target or distractor stimulus presentation to correspond to specific states of the DMN. Ultimately, performing attention monitoring in real-time and non-invasively could have numerous clinical applications. Overall, a better understanding of the neural underpinnings and correlation dynamics within the DMN and, more globally, within resting state networks could have strong implications on the development of novel diagnostic and rehabilitation solutions for numerous neurological impairments.
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